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Abstract— This paper investigates the problem of providing
ultra-reliable and power-efficient virtual reality (VR) expe-
riences for wireless mobile users. To ensure reliable ultra-
high-definition (UHD) video frame delivery to mobile users
and enhance their immersive visual experiences, a coordi-
nated multipoint (CoMP) transmission technique and millime-
ter wave (mmWave) communications are exploited. Owing to
user movement and time-varying wireless channels, the wire-
less VR experience enhancement problem is formulated as a
sequence-dependent and mixed-integer problem with a goal of
maximizing users’ feeling of presence (FoP) in the virtual world,
subject to power consumption constraints on access points (APs)
and users’ head-mounted displays (HMDs). The problem, how-
ever, is hard to be directly solved due to the lack of users’ accurate
tracking information and the sequence-dependent and mixed-
integer characteristics. To overcome this challenge, we develop a
parallel echo state network (ESN) learning method to predict
users’ tracking information by training fresh and historical
tracking samples separately collected by APs. With the learnt
results, we propose a deep reinforcement learning (DRL) based
optimization algorithm to solve the formulated problem. In this
algorithm, we implement deep neural networks (DNNs) as a
scalable solution to produce integer decision variables and solve a
continuous power control problem to criticize the integer decision
variables. Finally, the performance of the proposed algorithm is
compared with various benchmark algorithms, and the impact of
different design parameters is also discussed. Simulation results
demonstrate that the proposed algorithm is more 4.14% power-
efficient than the benchmark algorithms.
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I. INTRODUCTION

V IRTUAL reality (VR) applications have attracted tremen-
dous interest in various fields, including entertain-

ment, education, manufacturing, transportation, healthcare,
and many other consumer-oriented services [1]. These appli-
cations exhibit enormous potential in the next generation of
multimedia content envisioned by enterprises and consumers
through providing richer and more engaging, and immersive
experiences. According to market research [2], the VR ecosys-
tem is predicted to be an 80 billion market by 2025, roughly
the size of the desktop PC market today.

However, several major challenges need to be overcomed
such that businesses and consumers can get fully on board
with VR technology [3], one of which is to provide compelling
content. To this aim, the resolution of provided content must be
guaranteed. In VR applications, VR wearers can either view
objects up close or across a wide field of view (FoV) via
head-mounted or goggle-type displays (HMDs). As a result,
very subtle defects such as poorly rendering pixels at any
point on an HMD may be observed by a user up close, which
may degrade users’ truly visual experiences. To create visually
realistic images across the HMD, it must have more dis-
play pixels per eye, which indicates that ultra-high-definition
(UHD) video frame transmission must be enabled for VR
applications. However, the transmission of UHD video frames
typically requires 4− 5 times the system bandwidth occupied
for delivering a regular high-definition (HD) video [4], [5].
Further, to achieve good user visual experiences, the motion-
to-photon latency should be ultra-low (e.g., 10 − 25 ms) [6]–
[8]. High motion-to-photon values will send conflicting signals
to the Vestibulo-ocular reflex (VOR) and then might cause
dizziness or motion sickness.

Hence, today’s high-end VR systems such as Oculus Rift [9]
and HTC Vive [10] that offer high quality and accurate
positional tracking remain tethered to deliver UHD VR video
frames while satisfying the stringent low latency requirement.
Nevertheless, wired VR display may degrade users’ seamless
visual experiences due to the constraint on the movement of
users. Besides, a tethered VR headset presents a potential
tripping hazard for users. Therefore, to provide ultimate VR
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experiences, VR systems or at least the headset component
should be untethered [6].

Recently, the investigation on wireless VR has attracted
numerous attention from both industry and academe; of par-
ticular interest is how to a) develop mobile (wireless and
lightweight) HMDs, b) how to enable seamless and immersive
VR experiences on mobile HMDs in a bandwidth-efficiency
manner, while satisfying ultra-low latency requirements.

A. Related Work

On the aspect of designing lightweight VR HMDs, consid-
ering heavy image processing tasks, which are usually insuf-
ficient in the graphics processing unit (GPU) of a local HMD,
one might be persuaded to transfer the image processing from
the local HMD to a cloud or network edge units (e.g., edge
servers, base stations (BSs), and access points (APs)). For
example, the work in [1] proposed to enable mobile VR with
lightweight VR glasses by completing computation-intensive
tasks (such as encoding and rendering) on a cloud/edge server
and then delivering video streams to users. The framework of
fog radio access networks, which could significantly relieve
the computation burden by taking full advantages of the
edge fog computing, was explored in [11] to facilitate the
lightweight HMD design.

In terms of proposing VR solutions with improved band-
width utilization, current studies focus on spatially divid-
ing VR video frames into small segments (or called tiles),
and only tiles within users’ FoVs are delivered to users
[12]–[22]. The FoV of a user is defined as the extent of
the observable environment at any given time. By sending
high-quality tiles in users’ FoVs, the bandwidth utilization is
improved. For example, the work in [18] proposed to transmit
tiled 360 videos from a server (BS or AP) to multiple users
and optimized the transmission time and power allocation to
minimize the average transmission energy. By correlating the
subjective requirements in the application layer with resource
allocation in the PHY layer, the work in [20] investigated the
issue of transmitting multi-quality tiled 360 videos to VR users
in an power-efficient way. Besides, the work in [21] integrated
scalable multi-layer 360 video tiling and optimal communica-
tion resource allocation to enable high-quality untethered VR
streaming.

The aforementioned works either transmit relatively narrow
user FoVs [12]–[14] or deliver video tiles via a single-antenna
server [15]–[22]. Actually, wider FoV is rather important
for a user to have immersive and presence experiences.
By deploying multiple antennas at a server and designing
efficient beamformers, UHD video frame transmission will be
enabled, and users’ visual experiences will be significantly
enhanced. Additionally, a VR whitepaper by Huawei catego-
rized 360 VR video systems into four levels [23], and the
expected network requirements of some levels can be well sat-
isfied by millimeter wave (mmWave) techniques. To this aim,
advanced wireless communication techniques (e.g., multiple-
input and multiple-output (MIMO) and mmWave), which
can significantly improve data rates and reduce propaga-
tion latency, are explored in VR video transmission [4],
[24]–[28]. For example, in [24] and [25], the authors stud-
ied the optimal streaming of a multi-quality tiled 360 VR

video in a MIMO-orthogonal frequency division multiple
access (OFDMA) system. In [26], the authors investigated the
quality-of-experience (QoE) driven 360 VR video transmission
in a multi-user massive MIMO system. The work in [4]
utilized a mmWave-enabled communication architecture to
support the panoramic and UHD VR video transmission. Aim-
ing to improve users’ immersive VR experiences in a wireless
multi-user VR network, a mmWave multicast transmission
framework was developed in [27]. Besides, the mmWave
communication for ultra-reliable and low latency wireless VR
was investigated in [28].

B. Motivation and Contributions

Although mmWave techniques can alleviate the current
bottleneck for UHD video delivery, mmWave links are prone
to the outage as they require line-of-sight (LoS) propagation.
Various physical obstacles in the environment (including users’
bodies) may completely break mmWave links and severely
degrade MIMO channel quality as well [29]. As a result, the
VR requirement for a perceptible image-quality degradation-
free uniform experience cannot be accommodated. However,
the mmWave VR-related works in [4], [27] and [28] and
the MIMO VR-related works in [24]–[26] did not effectively
investigate the crucial issue of guaranteeing the transmis-
sion reliability of VR video tiles. To tackle this issue, the
coordinated multipoint (CoMP) transmission technique that
can provide ultra-reliable connectivity from spatial diversity
without relying on packet retransmission can be explored
[30], [31]. For example, by cooperating, multiple APs can
send the same 360 VR video tiles in parallel along multiple
spatial paths. Since it will be unlikely that all spatial paths are
degraded simultaneously, the requirement of VR applications
for high reliability can be perfectly satisfied. Note that CoMP
has been listed as a key feature in LTE-Advanced and 5G
because of its ability to support delay-sensitive wireless appli-
cations (e.g., VR and live video streaming) [32]. Besides, it is
extensively considered that proactive computing (e.g., image
processing or frame rendering) enabled by machine learn-
ing methods is a crucial ability for a wireless VR network
to mandate the stringent low latency requirement of UHD
VR video transmission [1], [29], [33], [34]. Therefore, this
paper investigates the issue of maximizing users’ feeling of
presence (FoP) in their virtual world in a mmWave-enabled
VR network incorporating CoMP transmission and machine
learning. The main contributions of this paper are summarized
as follows:

• Owing to the user movement and the time-varying
wireless channel conditions, we formulate the issue of
maximizing users’ FoP in virtual environments as a
mixed-integer and sequential decision problem, subject to
power consumption constraints on APs and users’ HMDs.
This problem is difficult to be directly solved by exploring
conventional numerical optimization methods due to the
lack of accurate users’ tracking information (including
users’ locations and orientation angles) and mixed-integer
and sequence-dependent characteristics.

• As users’ historical tracking information is separately
collected by diverse APs, a parallel echo state network
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Fig. 1. A mmWave-enabled VR network incorporating CoMP transmission.
X = 6 and Y = 4.

(ESN) learning method is designed to predict users’ track-
ing information while accelerating the learning process.

• With the predicted results, we develop a deep
reinforcement learning (DRL) based optimization
algorithm to tackle the mixed-integer and sequential
decision problem. Particularly, to avoid generating
infeasible solutions by simultaneously optimizing all
variables while alleviating the curse of dimensionality
issue, the DRL-based optimization algorithm decomposes
the formulated mixed-integer optimization problem into
an integer association optimization problem and a
continuous power control problem. Next, deep neural
networks (DNNs) with continuous action output
spaces followed by an action quantization scheme are
implemented to solve the integer association problem.
Given the association results, the power control problem
is solved to criticize them and optimize the transmit
power.

• Finally, the performance of the proposed DRL-based opti-
mization algorithm is compared with various benchmark
algorithms, and the impact of different design parameters
is also discussed. Simulation results demonstrate the
effectiveness of the proposed algorithm.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. 1, we consider a mmWave-enabled VR
network incorporating a CoMP transmission technique. This
network includes a centralized unit (CU) connecting to J
distributed units (DUs) via optical fiber links, a set J of
J access points (APs) connected with the DUs, and a set
of U of N ground mobile users wearing HMDs and watch-
ing 360 VR videos. To acquire immersive and interactive
experiences, users will report their tracking information to
their connected APs via reliable uplink communication links.
Further, with collected users’ tracking information, the CU
will centrally simulate and construct virtual environments and
coordinately transmit UHD VR videos to users via all APs in
real time. To accomplish the task of enhancing users’ immer-
sive and interactive experiences in virtual environments, joint
uplink and downlink communications should be considered.
We assume that APs and users can work at both mmWave
(exactly, 28 GHz)1 and sub-6 GHz frequency bands, where
the mmWave frequency band is reserved for downlink UHD

1The 28 GHz frequency band is selected since it is currently a widely
trialled/tested 5G band in the world.

VR video delivery, and the sub-6 GHz frequency band is
allocated for uplink users’ tracking information transmission.
This is because an ultra-high data rate can be achieved on
the mmWave frequency band, and sub-6 GHz can support
reliable communications. Besides, to theoretically model the
joint uplink and downlink communications, we suppose that
the time domain is discretized into a sequence of time slots
in the mmWave-enabled VR network and conduct the system
modelling including tiled 360 video model, uplink and down-
link transmission models, power consumption model, and FoP
model.

A. Tiled 360 Video Model

For 360 video transmissions, tiling is adopted to improve
transmission efficiency. For a 360 video, it is divided into X×
Y rectangular tiles with X and Y denoting the numbers of tiles
in each row and column, respectively [24], [35]. Owing to the
impact of some factors (e.g., fluctuated channels and display
resolutions of HMDs) on the quality of received videos by VR
users, the dynamic adaptive streaming over HTTP (DASH) and
dynamic video quality level selection schemes can be jointly
explored to achieve smooth playback on the user side [36].
Note that a 360 video watched by a user includes multiple
viewpoints or FoVs. A FoV may include multiple tiles, and
a user can freely switch views when watching a 360 video.
Nevertheless, a FoV that a user will view is closely correlated
with the user’s head orientation [24], [25]. Some methods such
as prediction and empirical judgement can be leveraged to
obtain users’ head orientations. Here, we consider the case of
determining users’ head orientations based on the (historical)
locations of users and APs.2 Given information of users’
head orientations, tiles in the corresponding FoVs can then
be delivered to users via downlink transmission.

B. Uplink and Downlink Transmission Models

1) Uplink Transmission Model: Denote x3D
it =

[xit, yit, hi]T as the three dimensional (3D) Cartesian
coordinate of the HMD worn by user i for all i ∈ U at time
slot t, and hi ∼ N (h̄, σ2

h) is the user height. [xit, yit]T is the
two dimensional (2D) location of user i at time slot t. Denote
v3D

j = [xj , yj, Hj ]T as the 3D coordinate of the antenna of
AP j, and Hj is the antenna height. Owing to the reliability
requirement, users’ data information (e.g., users’ tracking
information and profiles) is required to be successfully
decoded by corresponding APs. We express the condition that
an AP can successfully decode the received user data packets
as follows

SNRul
ijt =

aul
ijtpitcij ĥijt

N0W ul/N
≥ θth, ∀i, j, t, (1)

where aul
ijt ∈ {0, 1} is an association variable indicating

whether user i’s uplink data packets can be successfully
decoded by AP j at time slot t. The data packets can

2Certainly, the proposed learning method is also applicable to scenarios
where users’ head orientations need to be predicted if provided with real
training data sets.
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Fig. 2. Sectored antenna model of an AP.

be decoded if aul
ijt = 1; otherwise, aul

ijt = 0. pit is the
uplink transmit power of user i’s HMD, cij is the Rayleigh
channel gain, ĥijt = d−α

ijt (x3D
it , v3D

j ) is the uplink path-loss
from user i to AP j with α being the fading exponent,
dijt(·) denotes the Euclidean distance between user i and
AP j, N0 denotes the single-side noise spectral density, W ul

represents the uplink bandwidth. θth is the target signal-
to-noise ratio (SNR) experienced at AP j for successfully
decoding data packets from user i. Besides, considering the
reliability requirement of uplink transmission and the stringent
power constraint on HMDs, frequency division multiplex-
ing (FDM) technique is adopted in this paper. The adoption
of FDM technique can avoid the decoding failure resulting
from uplink signal interferences and significantly reduce power
consumption without compensating the signal-to-interference-
plus-noise ratio (SINR) loss caused by uplink interferences.

Additionally, we assume that each user i can connect to at
most one AP j via the uplink channel at each time slot t,
i.e.,

�
j∈J aul

ijt ≤ 1, ∀i. This is reasonable because it is
unnecessary for each AP to decode all users’ data successfully
at each time slot t. A user merely connects to an AP (e.g., the
nearest AP if possible) will greatly reduce power consumption.
Meanwhile, considering the stringent low latency requirements
of VR applications and the time consumption of processing
(e.g., decoding and checking) received user data packets,
we assume that an AP can serve up to M̃ users during a
time slot, i.e.,

�
i∈U aul

ijt ≤ M̃ , ∀j.
2) Downlink Transmission Model: In the downlink trans-

mission configuration, antenna arrays are deployed to perform
directional beamforming. For analysis facilitation, a sectored
antenna model [37], which consists of four components,
i.e., the half-power beamwidth φ, the antenna downtilt angle
θj ∀j, the antenna gain of the mainlobe G, and the antenna
gain of the sidelobe g, shown in Fig. 2, is exploited to
approximate actual array beam patterns. The antenna gain of
the transmission link from AP j to user i is

fijt =

�
G ∠BjCjDit ≤ φ

2 ,

g otherwise,
∀i, j, t, (2)

where ∠BjCjDit represents user i’s tilt angle towards AP j,
the location of the point ‘Bj’ can be determined by AP j’s 2D
coordinate v2D

j = [xj , yj ]T and θj , the point ‘Dit’ represent
user i’s position, the point ‘Cj’ denotes the position of AP j’s
antenna.

For any AP j, the 2D coordinate x2D
bj = [xbj , ybj ]T of point

‘Bj’ can be given by

xbj = dj(xo − xj)/rj + xj , ∀j, (3)

ybj = dj(yo − yj)/rj + yj , ∀j, (4)

where dj = Hj/ tan(θj), rj = ||xo − v2D
j ||2, and xo =

[xo, yo]T is 2D coordinate of the center point of the considered
communication area.

Then, user i’s tilt angle towards AP j can be written as

∠BjCjDit = arccos

� −−−→
CjBj ·

−−−→
CjDit

�CjBj�2�CjDit�2

�
, ∀i, j, t, (5)

where direction vectors
−−−→
CjBj = (xbj −xj , ybj −yj,−Hj) and−−−→

CjDit = (xit − xj , yit − yj , hi − Hj).

A mmWave link may be blocked if a user turns around;
this is because the user wears an HMD in front of his/her
forehead. Denote ϑ as the maximum angle within which an
AP can experience LoS transmission towards its downlink
associated users. For user i at time slot t, an indicator variable
bijt introduced to indicate the blockage effect of user i’s body
is given by

bijt =

�
1 ∠( �Ajit, �xit) > ϑ,

0 otherwise,
∀i, j, t, (6)

where ∠( �Ajit, �xit) represents the orientation angle of user i
at time slot t, which can be determined by locations of both
user i and AP j, �xit = (xit −xit−1, yit − yit−1) is a direction
vector. When t = 1, the direction vector �xi1 = (xi1, yi1).
�Ajit = (xj − xit, yj − yit) is a direction vector between the
AP j and user i.

Given �Ajit and �xit, we can calculate the orientation angle
of user i that is also the angle between �Ajit and �xit by

∠( �Ajit, �xit) = arccos

�
�Ajit · �xit

|| �Ajit||2||�xit||2

�
, ∀i, j, t. (7)

The channel gain coefficient hijkt of an LoS link and a non
line-of-sight (NLoS) link between the k-th antenna element
of AP j and user i at time slot t can take the form [37]

10log10(hijkth
H
ijkt)

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

10ηLoSlog10(dijt(x3D
it , v3D

j ))

+20log10



4πfc

c

�
+

10log10fijt + μLoS
k , bijt = 0

10ηNLoSlog10(dijt(x3D
it , v3D

j ))

+20log10



4πfc

c

�
+

10log10fijt + μNLoS
k , bijt = 1 ∀i, j, k, t,

(8)

where fc (in Hz) is the carrier frequency, c (in m/s) the light
speed, ηLoS (in dB) and ηNLoS (in dB) the path-loss exponents
of LoS and NLoS links, respectively, μLoS ∼ CN (0, σ2

LoS)
(in dB) and μNLoS ∼ CN (0, σ2

NLoS) (in dB).
For any user i, to satisfy its immersive experience require-

ment, its downlink achievable data rate (denoted by rdl
it ) from
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cooperative APs should be no less than a data rate threshold
γth, i.e.,

rdl
it ≥ γth, ∀i, t. (9)

Define adl
it ∈ {0, 1} as an association variable indicating

whether the user i’s data rate requirement can be satisfied at
time slot t. adl

it = 1 indicates that its data rate requirement
can be satisfied; otherwise, adl

it = 0. Then, for any user i at
time slot t, according to Shannon capacity formula and the
principle of CoMP transmission, we can calculate rdl

it by

rdl
it = W dllog2

⎛
⎝1 +

adl
it |
�

j∈J hH
ijtgijt|

2

N0W dl + Idl
it

⎞
⎠, ∀i, t, (10)

where hijt = [hij1t, . . . , hijKt]T ∈ CK is a channel gain
coefficient vector with K denoting the number of antenna
elements, gijt ∈ C

K is the transmit beamformer pointed
at user i from AP j, W dl represents the downlink system
bandwidth. Owing to the directional propagation, for user i,
not all users will be its interfering users. It is regarded that
users whose distances from user i are small than Dth will be
user i’s interfering users, where Dth is determined by antenna
configuration of APs (e.g., antenna height and downtilt angle).
Denote the set of interfering users of user i at time slot t by
Mit, then, we have Idl

it =
�

m∈Mit
adl

mt|
�

j∈J hH
mjtgmjt|

2
.

C. Power Consumption Model

HMDs are generally battery-driven and constrained by the
maximum instantaneous power. For any user i’s HMD, define
ptot

it as its instantaneous power consumption including the
transmit power and circuit power consumption (e.g., power
consumption of mixers, frequency synthesizers and digital-
to-analog converters) at time slot t, we then have

ptot
it ≤ p̃i, ∀i, t, (11)

where ptot
it = pit + pc

i , pc
i denotes the HMD’s circuit power

consumption during a time slot, and p̃i is a constant. Without
loss of generality, we assume that all users’ HMDs are
homogenous.

The instantaneous power consumption of each AP is also
constrained. As CoMP transmission technique is explored, for
any AP j, we can model its instantaneous power consumption
at time slot t as the following�

i∈U
adl

itg
H
ijtgijt + Ec

j ≤ Ẽj , ∀j, t, (12)

where Ec
j is a constant representing the circuit power con-

sumption, Ẽj is the maximum instantaneous power of AP j.

D. Feeling of Presence Model

In VR applications, FoP is defined as a state that VR
users experience the sense of ‘being there’ or a full presence-
or immersion-feeling of herself/himself in fictitious environ-
ments [38]–[40]. To model VR users’ virtual experience,
a breaks-in-presence (BIP) metric that considered video qual-
ity, latency and motion tracking was introduced in [29].
Different from BIP, we incorporate five key performance

indicators (KPIs) proposed for VR applications to model FoP.
These KPIs include video quality, smoothness, latency, motion
tracking, power and thermal efficiency that can be improved
by optimizing physical network resources. Yet, the first three
KPIs are subjective and then seriously hinder the modeling
of FoP. To tackle this issue, the objective indicators such
as peak signal-to-noise ratio (PSNR) [41], logarithmic utility
function [42] and inverse of data rate can be introduced.
However, mathematical expressions of these indicators are
complicated, which will lead to a highly challenging objective
function. Fortunately, under the constraint on VR users’ data
rate requirements, one can observe that the maximization of�

i∈U adl
it will bring improvements in video quality, smooth-

ness and latency to VR users. Besides, considering that the
successful reception of uplink user tracking information is
critical for precision motion tracking and the improvement of
power and thermal efficiency desires the optimization of total
power consumption of HMDs, we model the FoP experienced
by users at time slot t as the following

Ft(aul
t , adl

t , ptot
t ) = Bul

t

�
aul

t

�
+ Bdl

t

�
adl

t

�
−

�
i∈U

�
j∈J

aul
ijtp

tot
it /p̃i,

(13)

where ptot
t = [ptot

1t , ptot
2t , . . . , ptot

Nt]
T, Bul

t

�
aul

t

�
=

1
N

�
i∈U

�
j∈J

aul
ijt with aul

t = [aul
11t, . . . , a

ul
ijt, . . . , a

ul
NJt]

T,

Bdl
t

�
adl

t

�
= 1

N

�
i∈U

adl
it with adl

t = [adl
1t, . . . , a

dl
it , . . . , a

dl
Nt]

T.

E. Objective Function and Problem Formulation

To guarantee immersive and interactive VR experiences of
users over a period of time slots, uplink user data pack-
ets should be successfully decoded, and downlink data rate
requirements of users should be satisfied at each time slot.
Additionally, reducing HMDs’ power consumption indicates
less heat generation, which can enhance users’ VR experi-
ences. Therefore, our goal is to maximize users’ FoP over a
period of time slots, subject to some physical resource con-
straints. Combining with the above analysis, we can formulate
the problem of enhancing users’ immersive experiences as
below

maximize
{aul

t ,adl
t ,pt,gijt}

lim inf
T→∞

1
T

T�
t=1

Ft(aul
t , adl

t , ptot
t )

(14a)

s.t.
�

j∈J
aul

ijt ≤ 1, ∀i, t (14b)�
i∈U

aul
ijt ≤ M̃, ∀j, t (14c)

aul
ijt ∈ {0, 1}, ∀i, j, t (14d)

adl
it ∈ {0, 1}, ∀i, t (14e)

0 ≤ pit ≤ p̃i − pc
i , ∀i, t (14f)

(1), (9), (12), (14g)

where pt = [p1t, p2t, . . . , pNt]T.
However, the solution to (14) is highly challenging due to

the unknown users’ tracking information at each time slot.
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Fig. 3. Working diagram of a framework of solving (14).

Given users’ tracking information, the solution to (14) is still
NP-hard or even non-detectable. It can be confirmed that (14)
is a mixed-integer non-linear programming (MINLP) problem
as it simultaneously contains zero-one variables, continuous
variables, and non-linear constraints. Further, we can know
that (9) and (12) are non-convex with respect to (w.r.t) adl

it

and gijt, ∀i, j, by evaluating the Hessian matrix. To tackle
the tricky problem, we develop a novel solution framework
as depicted in Fig. 3. In this framework, we first propose
to predict users’ tracking information using a machine learn-
ing method. With the predicted results, we then develop
a DRL-based optimization algorithm to solve the MINLP
problem. The procedure of solving (14) is elaborated in the
following sections.

III. USERS’ LOCATION PREDICTION

As analyzed above, the efficient user-AP association and
transmit power of both HMDs and APs are configured on the
basis of the accurate perception of users’ tracking information.
If the association and transmit power are identified without
knowledge of users’ tracking information, users may have
degraded VR experiences, and the working duration of users’
HMDs may be dramatically shortened. Meanwhile, owing to
the stringent low latency requirement, the user-AP associ-
ation and transmit power should be proactively determined
to enhance users’ immersive and interactive VR experiences.
Hence, APs must collect fresh and historical tracking infor-
mation for users’ tracking information prediction in future
time slots. With predicted tracking information, the user-AP
association and transmit power can be configured in advance.
Certainly, from (7), we observe that users’ orientation angles
can be obtained by their and APs’ locations; thus, we only
predict users’ locations in this section. Machine learning is
convinced as a promising proposal to predict users’ locations.
In machine learning methods, the accuracy and completeness
of sample collection are crucial for accurate model train-
ing. However, the user-AP association may vary with user
movement, which indicates that location information of each
user may scatter in multiple APs, and each AP may only
collect partial location information of its associated users
after a period of time. To tackle this issue, we develop a
parallel machine learning method, which exploits J slave
virtual machines (VMs) created in the CU to train learning
models for each user, as shown in Fig. 4. Besides, for each
AP, it will feed its locally collected location information
to a slave VM for training. In this way, the prediction
process can also be accelerated. With the predicted results,

Fig. 4. Architecture of the parallel ESN learning method.

the CU can then proactively allocate system resources by
solving (14).

A. Echo State Network

In this section, the principle of echo state network (ESN)
is exploited to train users’ location prediction model as the
ESN method can efficiently analyze the correlation of users’
location information and quickly converge to obtain users’
predicted locations [43].3 It is noteworthy that there are
some differences between the traditional ESN method and the
developed parallel ESN learning method. The traditional ESN
method is a centralized learning method with the requirement
of the aggregation of all users’ locations scattered in all
APs, which is not required for the parallel ESN learning
method. What’s more, the traditional ESN method can only
be used to conduct data prediction in a time slot while the
parallel ESN learning method can predict users’ locations in
M > 1 time slots. An ESN is a recurrent neural network
that can be partitioned into three components: input, ESN
model, and output, as shown in Fig. 4. For any user i ∈ U ,
the Ni-dimensional input vector xit ∈ R

Ni is fed to an
Nr-dimensional reservoir whose internal state si(t−1) ∈ RNr

is updated according to the state equation

sit = tanh
�
W r

inxit + W r
rsi(t−1)

�
, (15)

where W r
in ∈ RNr×Ni and W r

r ∈ RNr×Nr are randomly
generated matrices with each matrix element locating in the
interval (0, 1).

The evaluated output of the ESN at time slot t is given by

ŷi(t+1) = W o
inxit + W o

rsit, (16)

where W o
in ∈ RNo×Ni , W o

r ∈ RNo×Nr are trained based on
collected training data samples.

To train the ESN model, suppose we are provided
with a sequence of Q desired input-outputs pairs
{(xi1, yi1), . . . , (xiQ, yiQ)} of user i, where yit ∈ RNo is
the target location of user i at time slot t. Define the hidden
matrix Xit as

Xit =
�

xi1

si1
· · · xiQ

siQ

�
. (17)

3Note that, the long short-term memory (LSTM) network is not leveraged
because the network structure of ESN is simpler and a parallel learning method
is desired. The ESN can be extended to a parallel ESN learning method.
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The optimal output weight matrix is then achieved by
solving the following regularized least-square problem

W �
t = argmin

W t∈R
(Ni+Nr)×No

1
Q

l


XT

itW t

�
+ ξr(W t) (18)

where W t = [W o
inW o

r ]
T, ξ ∈ R+ is a positive scalar

known as regularization factor, the loss function l(XT
itW t) =

1
2 ||X

T
itW t − Y it||2F , the regulator r(W t) = ||W t||2F , and

the target location matrix Y it = [yT
i1; . . . ; y

T
iQ] ∈ RQ×No .

B. Parallel ESN Learning Method for Users’ Location
Prediction

Based on the principle of the ESN method, we next elabo-
rate on the procedure of the parallel ESN learning method for
users’ location prediction. To facilitate the analysis, we make
the following assumptions on the regulator and the loss
function.

Assumption 1: The function r : Rm×n → R is ζ-strongly
convex, i.e., ∀i ∈ {1, 2, . . . , n}, ∀X , and ΔX ∈ Rm×n,
we have [44]

r(X + ΔX) ≥ r(X) + ∇r(X) 
 ΔX + ζ||ΔX ||2F /2,

(19)

where ∇r(·) denotes the gradient of r(·).
Assumption 2: The function l : R → R are 1

μ -smooth,
i.e., ∀i ∈ {1, 2, . . . , n}, ∀x, and Δx ∈ R, we have

l(x + Δx) ≤ l(x) + ∇l(x) Δx + (Δx)2/2μ, (20)

where ∇l(·) represents the gradient of l(·).
According to Fenchel-Rockafeller duality, we can formulate

the local dual optimization problem of (18) in the following
way.

Lemma 1: For a set of J slave VMs and a typical user i,
the dual problem of (18) can be written as follows

maximize
A∈RQ×No

�
−ξr�

�
1

ξQ
ATXT

�
− 1

Q

Q�
m=1

No�
n=1

l�(−amn)

�

(21)

where

r�(C) =
1
4

�No

n=1
zT

nCCTzn, (22)

l�(−amn) = −amnymn + a2
mn/2, (23)

A ∈ RQ×No is a Lagrangian multiplier matrix, zn ∈ RNo is a
column vector with the n-th element being one and all other
elements being zero, X is a lightened notation of Xit =�

xi(t−1)

si(t−1)
· · · xi(t−Q)

si(t−Q)

�
, and ymn is an element of matrix

Y = [yT
it; . . . ; y

T
i(t−Q+1)] at the location of the m-th row and

the n-th column.
Proof: Please refer to Appendix A in technical

report [45].
Denote the objective function of (21) as D(A), and define

V (A) := 1
ξQ(XA)T ∈ RNo×(Ni+Nr), we can then rewrite

D(A) as

D(A) = −ξr�(V (A)) −
�J

j=1
Rj(A[j]), (24)

where Rj(A[j]) = 1
Q

�
m∈Qj

No�
n=1

l�(−amn), A[j] = ẐjA, and

Ẑj ∈ RQ×Q is a square matrix with J × J blocks. In Ẑj ,
the block in the j-th row and j-th column is a qj × qj identity
matrix with qj being the cardinality of a set Qj and all other
blocks are zero matrices, Qj is an index set including the
indices of Q data samples fed to slave VM j.

Then, for a given matrix At, varying its value by ΔAt will
change (24) as below

D(At + ΔAt) = −ξr�(V (At + ΔAt))

−
�J

j=1
Rj(At

[j] + ΔAt
[j]), (25)

where ΔAt
[j] = ẐjΔAt.

Note that the second term of the right-hand side (RHS)
of (25) includes the local changes of each VM j, while the
first term involves the global variations.

As r(·) is ζ-strongly convex, r�(·) is then 1
ζ -smooth [44].

Thus, we can calculate the upper bound of r�(V (At +ΔAt))
as follows

r�(V (At + ΔAt)) ≤ r�
�
V (At)

�
+

1
ξQ

No�
n=1

zT
n∇r�(V (At))XΔAtzn

+
κ

2(ξQ)2

No�
n=1

��XΔAtzn

��2

= r�
�
V (At)

�
+

1
ξQ

J�
j=1

No�
n=1

zT
n∇r�(V (At))X [j]ΔAt

[j]zn

+
κ

2(ξQ)2

J�
j=1

No�
n=1

���X [j]ΔAt
[j]zn

���2

, (26)

where X [j] = XẐj , κ > 1
ζ is a data dependent constant

measuring the difficulty of the partition to the whole samples.
By substituting (26) into (25), we obtain

D(At + ΔAt) ≥ −ξr�
�
V (At)

�
− 1

Q

J�
j=1

No�
n=1

zT
n∇r�(V (At))X [j]ΔAt

[j]zn

− κ

2ξQ2

J�
j=1

No�
n=1

���X [j]ΔAt
[j]zn

���2

−
J�

j=1

Rj(At
[j] + ΔAt

[j]).

(27)

From (27), we observe that the problem of maximizing
D(At + ΔAt) can be decomposed into J subproblems,
and J slave VMs can then be exploited to optimize these
subproblems separately. If slave VM j can optimize ΔAt

using its collected data samples by maximizing the RHS
of (27), the resultant improvements can be aggregated to
drive D(At) toward the optimum. The detailed procedure is
described below.

As shown in Fig. 4, during any communication round t,
a master VM produces V (At) using updates received at the
last round and shares it with all slave VMs. The task at any
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slave VM j is to obtain ΔAt
[j] by maximizing the following

problem

ΔAt�
[j] = argmax

ΔAt
[j]∈RQ×No

ΔDj



ΔAt

[j]; V (At), At
[j]

�

= arg max
ΔAt

[j]∈RQ×No

�
−Rj



At

[j] + ΔAt
[j]

�
− ξ

J
r�(V (At))

− 1
Q

No�
n=1

zT
n∇r�(V (At))X [j]ΔAt

[j]zn

− κ

2ξQ2

No�
n=1

���X [j]ΔAt
[j]zn

���2
�

. (28)

Calculate the derivative of ΔDj



ΔAt

[j]; V (At), At
[j]

�
over ΔAt

[j], and force the derivative result to be zero, we have

ΔAt�
[j] =

�
Ẑj +

κ

ξQ
XT

[j]X [j]

�−1

×
�

Y [j] − At
[j] −

1
2
XT

[j]V
T(At)

�
, (29)

where Y [j] = ẐjY .

Next, slave VM j, ∀j, sends ΔV t
[j] = 1

ξQ (X [j]ΔAt�
[j])

T
to

the master VM. The master VM updates the global model as

V (At + ΔAt) = V (At) +
�J

j=1 ΔV t
[j]. Finally, alteratively

update V (At) and {ΔAt�
[j]}J

j=1 on the global and local sides,
respectively. It is expected that the solution to the dual problem
can be enhanced at every step and will converge after several
iterations.

At time slot t, based on the above derivation, the parallel
ESN learning method for predicting locations of user i, ∀i,
in M time slots can be summarized in Algorithm 1.

IV. DRL-BASED OPTIMIZATION ALGORITHM

Given the predicted locations of all users, it is still chal-
lenging to solve the original problem owing to its non-linear
and mixed-integer characteristics. Alternative optimization is
extensively considered as an effective scheme of solving
MINLP problems. Unfortunately, the popular alternative opti-
mization scheme cannot be adopted in this paper. This is
because the alternative optimization scheme is of often high
computational complexity, and the original problem is also a
sequential decision problem requiring an MINLP problem to
be solved at each time slot. Remarkably, calling an optimiza-
tion scheme with a high computational complexity at each time
slot is unacceptable for latency-sensitive VR applications.

Reinforcement learning (RL) methods can be explored to
solve sequential decision problems. For example, the works
in [46] and [47] proposed (RL) methods to solve sequential
decision problems with a discrete decision space and a con-
tinuous decision space, respectively. However, how to solve
sequential decision problems simultaneously involving discrete
and continuous decision variables (e.g., the problem (14)) is
a significant and understudied problem.

In this paper, we propose a DRL-based optimization algo-
rithm to solve (14). Specifically, we design a DNN joint with

Algorithm 1 Parallel ESN Learning for User Location
Prediction
1: Initialization: Data samples of all slave VMs. For any

slave VM j, it randomly initiates a starting point A0
[j] ∈

RQ×No . The master VM collects 1
ξQ(X [j]A

0
[j])

T from all

slave VMs, generates V (A0) =
�J

j=1
1

ξQ (X [j]A
0
[j])

T,
and then share the model V (A0) with all slave VMs. Let
κ = J/ζ.

2: for r = 0 : r̄max − 1 do
3: for each slave VM j ∈ {1, 2, . . . , J} in parallel do
4: Calculate ΔAr�

[j] using (29), update and store the local
Lagrangian multiplier

Ar+1
[j] = Ar

[j] + ΔAr�
[j]/(r + 1). (30)

5: Compute the following local model and send it to the
master VM

ΔV r
[j] =



X [j]ΔAr�

[j]

�T

/ξQ. (31)

6: end for
7: Given local models, the master VM updates the global

model as

V (Ar+1) = V (Ar) +
�J

j=1
ΔV r

[j], (32)

and then share the updated global model V (Ar+1) with
all slave VMs.

8: end for
9: Let W T = ∇r�(V (Ar)) and predict user i’s location ŷit

by (16). Meanwhile, by iteratively assigning xi(t+1) = ŷit,
each user i’s locations in M time slots can be obtained.

10: Output: The predicted locations of user i, Ŷ it =
[ŷT

i(t+1); . . . ; ŷ
T
i(t+M)], ∀i.

an action quantization scheme to produce a set of association
actions of high diversity. Given the association actions, a con-
tinuous optimization problem is solved to criticize them and
optimize the continuous variables. The detailed procedure is
presented in the following subsections.

A. Vertical Decomposition

Define a vector git = [gi1t; . . . ; gijt; . . . ; giJt] ∈ CJK

and a vector hit = [fi1thi1t; . . . ; fijthijt; . . . ; fiJthiJt] ∈
CJK , ∀i, t. Let matrix Git = gitg

T
it and matrix Hit =

hith
T
it. As tr(AB) = tr(BA) for matrices A and B of

compatible dimensions, the signal power received by user
i ∈ U can be expressed as |

�
j∈J fith

T
itgijt|

2
= |hT

itgit|2 =

hT

itgit

�T

hT
itgit = tr(gT

ithith
T
itgit) = tr(hith

T
itgitg

T
it) =

tr(HitGit). Likewise, by introducing a square matrix Zj ∈
RJK×JK with J × J blocks, the transmit power for serving
users can be written as gT

ijtgijt = tr(ZjGit). Besides, each
block in Zj is a K × K matrix. In Zj , the block in the
j-th row and j-th column is a K ×K identity matrix, and all
other blocks are zero matrices. Then, by applying Git = gitg

T
it

⇔ Git � 0 and rank(Git) ≤ 1, we can convert (14) to the
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following problem

maximize
{aul

t ,adl
t ,pt,Git}

lim inf
T→∞

1
T

T�
t=1

Ft(aul
t , adl

t , ptot
t ) (33a)

s.t. log2

�
1 +

adl
it tr(H itGit)

N0W dl +
�

m∈Mit
adl

mttr(HmtGmt)

�

(33b)

≥ γth/W dl, ∀i, t�
i∈U

adl
it tr(ZjGit) + Ẽj ≤ Ej , ∀j, t (33c)

Git � 0, ∀i, t (33d)

rank(Git) ≤ 1, ∀i, t (33e)

(1), (14b)-(14f). (33f)

Like (14), (33) is difficult to be directly solved; thus, we first
vertically decompose it into the following two subproblems.

• Uplink optimization subproblem: The uplink optimization
subproblem is formulated as

maximize
{aul

t ,pt}
lim inf
T→∞

1
T

T�
t=1

(Bul
t

�
aul

t

�
−
�
i∈U

�
j∈J

aul
ijtp

tot
it

p̃i
)

(34a)

s.t. (1), (14b)-(14d), (14f). (34b)

• Downlink optimization subproblem: The downlink opti-
mization subproblem can be formulated as follows

maximize
{adl

t ,Git}
lim inf
T→∞

1
T

T�
t=1

Bdl
t

�
adl

t

�
(35a)

s.t. (14e), (33b)-(33e). (35b)

Next, we propose to solve the two subproblems separately
by exploring DRL approaches.

B. Solution to the Uplink Optimization Subproblem

(34) is confirmed to be a mixed-integer and sequence-
dependent optimization subproblem. Fig. 5 shows a DRL
approach of solving (34). In this figure, a DNN is trained to
produce continuous actions. The continuous actions are then
quantized into a group of association (or discrete) actions.
Given the association actions, we solve an optimization prob-
lem to select an association action maximizing the reward.
Next, we describe the designing process of solving (34) using
a DRL-based uplink optimization method in detail.

1) Action, State, and Reward Design: First, we elaborate on
the design of the state space, action space, and reward function
of the DRL-based method. The HMDs’ transmit power and
the varying channel gains caused by users’ movement and/or
time-varying wireless channel environments have a significant
impact on whether uplink transmission signals can be suc-
cessfully decoded by APs. In addition, each AP has a limited
ability to decode uplink transmission signals simultaneously.
Therefore, we design the state space, action space, and reward
function of the DRL-based method as the following.

• state space sul
t : sul

t = [mt; ĥ
ul

t ; pt] is a column vector,
where mjt ∈ mt ∈ RJ , ∀j, denotes the number of users

Fig. 5. A DRL approach of association and transmit power optimization.

successfully accessing to AP j at time slot t. Besides,
the state space involves the path-loss from user i to AP

j, ĥijt ∈ ĥ
ul

t ∈ RNJ , ∀i, j, t, and the transmit power of
user i’s HMD at time slot t, pit ∈ pt ∈ RN , ∀i, t.

• action space aul
t : aul

t = [aul
11t, . . . , a

ul
1Jt, . . . , a

ul
NJt]

T ∈
RNJ with aul

ijt ∈ {0, 1}. The action of the DRL-based
method is to deliver users’ data information to their
associated APs.

• reward rul
t : given aul

t , the reward rul
t is the objec-

tive function value of the following power control
subproblem.

rul
t = maximize

pt

Bul
t (aul

t ) −
�

i∈U

�
j∈J

aul
ijtp

tot
it /p̃i

(36a)

s.t. (1), (14f). (36b)

2) Training Process of the DNN: For the DNN module
āul

t = μ(sul
t |θμ

t ) shown in Fig. 5, where āul
t = [āul

1t; . . . ; ā
ul
Nt]

and θμ
t represents network parameters, we explore a two-layer

fully-connected feedforward neural network with network
parameters being initialized by a Xavier initialization scheme.
There are Nμ

1 and Nμ
2 neurons in the 1st and 2nd hidden

layers of the constructed DNN, respectively. Here, we adopt
the ReLU function as the activation function in these hidden
layers. For the output layer, a sigmoid activation function
is leveraged such that relaxed association variables satisfy
āul

ijt ∈ (0, 1). In the action-exploration phase, the exploration
noise 
Nf is added to the output layer of the DNN, where

 ∈ (0, 1) decays over time and Nf ∼ N (0, σ2).

To train the DNN effectively, the experience replay tech-
nique is exploited. This is because there are two special
characteristics in the process of enhancing users’ fictitious
experiences: 1) the collected input state values sul

t incremen-
tally arrive as users move to new positions, instead of all made
available at the beginning of the training; 2) APs consecutively
collect state values indicating that the collected state values
may be closely correlated. The DNN may oscillate or diverge
without breaking the correlation among the input state values.
Specifically, at each training epoch t, a new training sample
(sul

t , aul
t , sul

t+1) is added to the replay memory. When the
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memory is filled, the newly generated sample replaces the
oldest one. We randomly choose a minibatch of training
samples {(sul

τ , aul
τ , sul

τ+1)|τ ∈ Tt} from the replay memory,
where Tt is a set of training epoch indices. The network
parameters θμ

t are trained using the ADAM method [48] to
reduce the averaged cross-entropy loss

L(θμ
t ) = − 1

|Tt|
�

τ∈Tt

((aul
τ )T log āul

τ

+ (1 − aul
τ )T log(1 − āul

τ )). (37)

As evaluated in the simulation, we can train the DNN every
Tti epochs after collecting a sufficient number of new data
samples.

3) Action Quantization and Selection Method: In the pre-
vious subsection, we design a continuous policy function and
generate a continuous action space. However, a discrete action
space is required in this paper. To this aim, the generated
continuous action should be quantized, as shown in Fig. 5.
A quantized action will directly determine the feasibility of
the optimization subproblem and then the convergence perfor-
mance of the DRL-based optimization method. To improve the
convergence performance, we should increase the diversity of
the quantized action set, which includes all quantized actions.
Specifically, we quantize the continuous action āul

t to obtain
Ṽ ∈ {1, 2, . . . , 2N} groups of association actions and denote
by āul

t;v the v-th group of actions. Given āul
it;v , (36) is reduced

to a linear programming problem, and we can derive its
closed-form solution as below

pit =

⎧⎨
⎩
�
j

aul
ijtθthN0Wul

Nfiĥijt
,
�
j

aul
ijtθthN0Wul

Nfiĥijt
≤ p̃i − pc

i ,

0, otherwise.
(38)

Besides, a great Ṽ will result in higher diversity in the
quantized action set but a higher computational complexity,
and vice versa. To balance the performance and complexity,
we set Ṽ = N and propose a lightweight action quantization
and selection method. The detailed steps of quantizing and
selecting association actions are given in Algorithm 2.

Summarily, the proposed DRL-based uplink optimization
method can be presented in Algorithm 3.

C. Solution to the Downlink Optimization Subproblem

Like (34), (35) is also a mixed-integer and sequence-
dependent optimization problem. Therefore, the procedure of
solving (35) is similar to that of solving (34), and we do
not present the detailed steps of the DRL-based downlink
optimization method in this subsection for brevity. However,
there are differences in some aspects, for example, the design
of action and state space and the reward function. For the
DRL-based downlink optimization method, we design its
action space, state space, and the reward function as the
following.

• state space sdl
t : sdl

t = [ot; Idl
t ; ht; gt] is a column vector,

where ojt ∈ ot ∈ RJ indicates the number of users to
which AP j transmits VR video tiles, Iimt ∈ RN×N ∈
Idl

t denotes whether user m is the interfering user of user
i, hijkt ∈ ht ∈ CNJK , and gijkt ∈ gt ∈ CNJK .

Algorithm 2 Action Quantization and Selection

1: Input: The output action of the uplink DNN, āul
t .

2: Arrange āul
t as a matrix of size N×J and generate a vector

âul
t =

�
max[āul

i1t, . . . , ā
ul
iJt], ∀i

�
.

3: Generate the reference action vector b̄t =
[b̄1t, . . . , b̄vt, . . . , b̄Ṽ t]

T by sorting the absolute value
of all elements of âul

t in ascending order.
4: For any user i, generate the 1st group of association actions

by

âul
it;1 =

�
1, âul

it > 0.5,
0, âul

it ≤ 0.5.
(39)

5: For any user i, generate the remaining Ṽ − 1 groups of
association actions by

âul
it;v =

�
1, âul

it > b̄(v−1)t, v = 2, . . . , Ṽ ,

0, âul
it ≤ b̄(v−1)t, v = 2, . . . , Ṽ .

(40)

6: For each group of association actions v ∈ {1, 2, . . . , Ṽ },
user i, and AP j, set

ãul
ijt;v =

�
1, âul

it;v = 1, j = j�,
0, otherwise.

(41)

where, j� = arg max
j

[āul
i1t, . . . , ā

ul
iJt].

7: For each group of association actions v ∈ {1, 2, . . . , Ṽ },
given the vector ãul

t;v = [ãul
i1t;v, . . . , ãul

iJt;v]Ti , ∀i, solve (36)
to obtain rul

vt.
8: Select the association action aul

t = argmax{ãul
ijt;v} rul

vt.

9: Output: The association action aul
t .

• action space adl
t : adl

t = [adl
1t, . . . , a

dl
it , . . . , a

dl
Nt]

T with
adl

it ∈ {0, 1}. The action of the DRL-based method at
time slot t is to transmit VR video tiles to corresponding
users.

• reward rdl
t : given adl

t , the reward rdl
t is the objec-

tive function value of the following power control
subproblem.

rdl
t = maximize

Git

Bdl
t

�
adl

t

�
(42a)

s.t. (33b)-(33e). (42b)

To solve (42), Algorithm 2 can be adopted to obtain the
downlink association action adl

t . However, given adl
t , it is

still hard to solve (42) as (42) is a non-convex programming
problem with the existence of the non-convex low-rank con-
straint (33e). To handle the non-convexity, a semidefinite relax-
ation (SDR) scheme is exploited. The idea of the SDR scheme
is to directly drop out the non-convex low-rank constraint.
After dropping the constraint (33e), it can confirm that (42)
becomes a standard convex semidefinite programming (SDP)
problem. This is because (33b) and (33c) are linear constraints
w.r.t Git and (42a) is a constant objective function. We can
then explore some optimization tools such as MOSEK to
solve the standard convex SDP problem effectively. However,
owing to the relaxation, power matrices {Git} obtained by
mitigating (42) without low-rank constraints will not satisfy
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Algorithm 3 DRL-Based Uplink Optimization
1: Initialize: The maximum number of episodes Nepi, the

maximum number of epochs per episode Nepo, initial
exploration decaying rate 
, DNN μ(sul

t |θμ
t ) with network

parameters θμ
t , initial reward rul

0 = 1, and users’ randomly
initialized transmit power.

2: Initialize: Replay memory with capacity C, minibatch size
|Tt|, and DNN training interval Tti.

3: for each episode in {1, . . . , Nepi} do
4: Calculate the state space according to locations of APs

and users and users’ randomly initialized transmit power.
5: for each epoch t̄ = 1, . . . , Nepo do
6: Select a relaxed action vector āul

t̄ = μ(sul
t̄ |θμ

t̄ ) + 
Nf ,
where 
 decays over time.

7: Call Algorithm 2 to choose the association action aul
t̄ .

8: if aul
t̄ results in the violation of constraints in (34) then

9: Cancel the action and update the reward by rul
t̄ =

rul
t̄ − �|rul

t̄−1|.
10: else
11: Execute the action and observe the subsequent state

sul
t̄+1.

12: end if
13: Store the transition (sul

t̄ , aul
t̄ , sul

t̄+1) in the memory.
14: If t̄ ≥ |Tt|, sample a random minibatch of |Tt|

transitions (sul
m, aul

m, sul
m+1) from the memory.

15: If t̄ mod Tti == 0, update the network parameters
θμ

t̄ by minimizing the loss function L(θμ
t̄ ) using the

ADAM method.
16: end for
17: end for

the low-rank constraint in general. This is due to the fact that
the (convex) feasible set of the relaxed (42) is a superset of the
(non-convex) feasible set of (42). The following lemma reveals
the tightness of exploring the SDR scheme.

Lemma 2: For any user i at time slot t, denote by G�
it the

solution to (42). If Mit = ∅, then the SDR for Git in (42)
is tight, that is, rank(G�

it) ≤ 1; otherwise, we can not claim
rank(G�

it) ≤ 1.

Proof: The Karush-Kuhn-Tucker (KKT) conditions can
be explored to prove the tightness of resorting to the
SDR scheme. Nevertheless, we omit the detailed proof for
brevity as a similar proof can be found in Appendix of the
work [49].

With the conclusion in Lemma 2, we can recover beamform-
ers from the obtained power matrices. If rank(G�

it) ≤ 1, ∀i,
then execute eigenvalue decomposition on G�

it, and the princi-
pal component is the optimal beamformer g�

it; otherwise, some
manipulations such as a randomization/scale scheme [50]
should be performed on G�

it to impose the low-rank constraint.
Note that (42) should be solved for Ṽ times at each time

slot. To speed up the computation, they can be optimized in
parallel. Moreover, it is tolerable to complete the computation
within the interval [t, t + M ] as users’ locations in M time
slots are obtained.

Finally, we can summarize the DRL-based optimization
algorithm of mitigating the problem of enhancing users’ VR
experiences in Algorithm 4.

Algorithm 4 DRL-Based Optimization Algorithm
1: Initialization: Run initialization steps of Algorithms 1, 2,

and 3, and initialize the ESN training interval Tpr.
2: Call Algorithm 3 to pre-train the uplink DNN μ(sul

t |θμ
t ).

Likewise, pre-train the downlink DNN μ(sdl
t |θQ

t ).
3: Run steps 2-8 of Algorithm 1 to pre-train ESN models.
4: for each time slot t = 1, 2, . . . , T do
5: Run step 9 of Algorithm 1 to obtain predicted location

ŷi(t+M) of each user i.
6: Run steps 6-12 of Algorithm 3 to obtain uplink associ-

ation action aul
t+M and transmit power pt+M . Likewise,

optimize the downlink association action adl
t+M and

transmit beamformer gi(t+M) for each user i.
7: if t mod Tpr == 0 then
8: Steps 2-8 of Algorithm 1.
9: end if

10: end for

V. SIMULATION AND PERFORMANCE EVALUATION

A. Comparison Algorithms and Parameter Setting

To verify the effectiveness of the proposed algorithm,
we compare it with four benchmark algorithms: 1) k-nearest
neighbors (KNN) based action quantization algorithm: The
unique difference between the KNN-based algorithm and the
proposed algorithm lies in the scheme of quantizing uplink
and downlink action spaces. For the KNN-based algorithm,
it adopts the KNN method [51] to quantize both uplink and
downlink action spaces; 2) DROO algorithm: Different from
the proposed algorithm, DROO leverages the order-preserving
quantization method [51] to quantize both uplink and downlink
action spaces; 3) Heuristic algorithm: The heuristic algorithm
leverages the greedy admission algorithm in [52] to determine
aul

t and adl
t at each time slot t. Besides, the user consuming

less power in this algorithm will establish the connection with
an AP(s) on priority; 4) ESN-RL algorithm [53]: It differs
from the proposed algorithm in two aspects. First, it explores
a centralized ESN method to perform mobility prediction for
each user. Second, it leverages a RL method to generate
uplink and downlink actions without performing an action
quantization and selection scheme.

To test the practicality of the developed parallel ESN
learning method, realistic user movement datasets are gen-
erated via Google Map. Particularly, for a user, we ran-
domly select its starting position and ending position on the
campus of Singapore University of Technology and Design
(SUTD). Given two endpoints, we use Google Map to gen-
erate the user’s 2D trajectory. Next, we linearly zoom all
N users’ trajectories into the communication area of size
0.5 × 0.5 km2.

Additionally, the parameters related to APs and downlink
transmission channels are listed as follows: the number of APs
J = 3, the number of antenna elements K = 2, the antenna
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gain G = 5 dB, g = 1 dB, φ = π/3, ϑ = π/2, W dl =
800 MHz, γth = 1 Gb/s, ηLoS = 2.0, ηNLoS = 2.4, σ2

LoS =
5.3, σ2

NLoS = 5.27, Dth = 50 m, xo = yo = 250 m, θj = π/3,
Ẽj = 40 dBm, Ec

j = 30 dBm, Hj = 5.5 m, ∀j [29]. User and
uplink transmission channel-related parameters are shown as
below: uplink system bandwidth W ul = 200 MHz, θth = 200,
h̄ = 1.8 m, σ2

h = 0.05 m, α = 5, cij = 0.3, pc
i = 23 dBm,

p̃i = 27 dBm, ∀i, j.
Set other learning-correlated parameters as below: ζ = 1,

ξ = 0.25, r̄max = 1000, the sample number Q = 6, the
number of future time slots M = 8, Ni = 2, ∀i, No = 2, Nr =
300, and Tpr = 5. For both uplink DNN and downlink DNN,
the first hidden layer has 120 neurons, and the second hidden
layer has 80 neurons. The replay memory capacity C = 1e+6,
Nepi = 10, Nepo = 1000, � = 10, σ2 = 0.36, 
 = 0.99. More
system parameters are listed as follows: carrier frequency fc =
28 GHz, light of speed c = 3.0e+8 m/s, noise power spectral
density N0 = −167 dBm/Hz, and T = 5000 time slots.

B. Performance Evaluation

To comprehensively understand the accuracy and the avail-
ability of the developed learning and optimization methods,
we illustrate their performance results. In this simulation,
we first let the AP number J = 3 and the mobile user number
N = 16.

To validate the accuracy of the parallel ESN learning
method on predicting mobile users’ locations, we plot the
actual trajectory of a randomly selected mobile user and its
correspondingly predicted trajectory in Fig. 6(a). In Fig. 6(b),
the accuracy, which is measured by the normalized root
mean-squared error (NRMSE) [43], of predicted trajectories of
16 mobile users is plotted. From Fig. 6, we can observe that:
i) when the orientation angles of users will not change fast,
the learning method can exactly predict users’ locations. When
users change their moving directions quickly, the method loses
their true trajectories. However, the method will re-capture
users’ tracks after training ESN models based on newly
collected users’ location samples; ii) the obtained NRMSE of
the predicted trajectories of all mobile users will not be greater
than 0.03. Therefore, we may conclude that the developed
parallel ESN learning method can be utilized to predict mobile
users’ locations.

Next, to evaluate the performance of the proposed
DRL-based optimization algorithm comprehensively, we illus-
trate the impact of some DRL-related crucial parameters such
as minibatch size, training interval, and learning rate on the
convergence performance of the proposed algorithm. DNN
training loss and moving average reward, which is the average
of the achieved rewards over the last 50 epochs, are leveraged
as the evaluation indicators.

Fig. 7 plots the tendency of the DNN training loss and the
achieved moving average reward of the proposed algorithm
under diverse minibatch sizes. This figure illustrates that:
i) a great minibatch size value will cause the DNN to converge
slowly or even not. As shown in Fig. 7(a), L(θμ

465) =
0.1885 when we set |Tt| = 512. Yet, L(θμ

465) = 0.1023 when
we let |Tt| = 64. The result in Fig. 7(b) shows that DNN

Fig. 6. Prediction accuracy of the parallel ESN learning method.

does not converge after 10000 epochs when |Tt| = 2048. This
is because a great |Tt| indicates overtraining, resulting in the
local minima and degraded convergence performance. Further,
a large minibatch size value consumes more training time at
each training epoch. Therefore, we set the training minibatch
size |Tt| = 64 in the simulation; ii) when |Tt| = 64, rul

t̄ and rdl
t̄

gradually increase and stabilize at around 0.7141 and 0.9375,
respectively. The fluctuation is mainly caused by the random
sampling of training data and user movement.

Fig. 8 illustrates the tendency of obtained uplink and
downlink DNN training losses and moving average rewards
under diverse training interval values. From this figure, we can
observe that a small training interval value indicates faster
convergence speed. For example, if we set the training interval
Tti = 5, the obtained rul

t̄ converges to 0.7156 when epoch
t̄ > 439. If we let the training interval Tti = 100, rul

t̄ converges
to 0.7149 when epoch t̄ > 4975, as shown in Fig. 8(b).
However, it is unnecessary to train and update the DNN
frequently, which will bring more frequent policy updates,
if the DNN can converge. Thus, to achieve the trade-off
between the convergence speed and the policy update speed,
we set Tti = 20 in the simulation.

Fig. 9 depicts the tendency of achieved DNN training
loss and moving average reward of the proposed algorithm
under different learning rate configurations. From this figure,
we have the following observations: i) for the uplink DNN,
when given a small learning rate value, it may converge to
the local optimum or even not; ii) for the downlink DNN,
both a small and a great learning rate value will degrade
convergence performance. Therefore, when training the uplink
DNN, we set the learning rate lul

r = 0.1, which can lead to
good convergence performance. For instance, rul

t̄ converges
to 0.7141 when epoch t̄ ≥ 1300 and the variance of rul

t̄

gradually decreases to zero with an increasing epoch t̄. We set
the learning rate ldl

r = 0.01 when training the downlink DNN.
Given this parameter setting, the obtained L(θQ

t̄ ) is smaller
than 0.2 after training for 200 epochs.

At last, we verify the superiority of the proposed algo-
rithm by comparing it with other comparison algorithms.
Particularly, we plot the achieved objective function values
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Fig. 7. The impact of minibatch size |Tt| on the convergence performance of the proposed algorithm.

Fig. 8. The impact of DNN training interval Tti on the convergence performance of the proposed algorithm.

Fig. 9. The impact of learning rates lul
r and ldl

r on the convergence performance of the proposed algorithm.

of all comparison algorithms under varying number of mobile
users N ∈ {8, 12, 16, 20} in Fig. 10. Before the evaluation,
the proposed algorithm and the other two action quantiza-
tion algorithms have been trained with 10000 independent
wireless channel realizations, and their downlink and uplink

action quantization policies have converged. This is reasonable
because we are more interested in the long-term operation
performance for field deployment. Besides, we let the service
ability of an AP M̃ vary with N with the (N, M̃) pair being
(8, 3), (12, 5), (16, 6), and (20, 7).
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Fig. 10. Comparison of obtained FoP values of all algorithms.

We have the following observations from this figure:
i) the proposed algorithm achieves the greatest FoP value. For
the DROO algorithm, it gains a smaller FoP value than the
proposed algorithm; for example, the achieved FoP value of
DROO is 4.14% less than that of the proposed algorithm. For
the KNN-based algorithm, it obtains a smaller FoP value than
the proposed algorithm and DROO because it offers a smaller
diversity in the produced uplink and downlink association
action set; ii) except for heuristic and ESN-RL algorithms,
the achieved FoP values of the other comparison algorithms
decrease with the number of users owing to the increasing
total power consumption. For the heuristic algorithm, its
obtained FoP value increases with N mainly because more
users can successfully access to APs. It’s difficult to conclude
the tendency of the obtained FoP value of ESN-RL algorithm
because it does not explore an action quantization and selec-
tion scheme; iii) besides, when J = 1, the proposed algorithm
achieves a small FoP value, which, in turn, verifies that CoMP
can significantly enhance VR users’ immersive experiences.

VI. CONCLUSION

This paper investigated the problem of enhancing VR visual
experiences for mobile users and formulated the problem as
a sequence-dependent problem aiming at maximizing users’
feeling of presence in VR environments while minimizing
the total power consumption of users’ HMDs. This problem
was confirmed to be a mixed-integer and non-convex opti-
mization problem, the solution of which also needed accurate
users’ tracking information. To solve this problem effectively,
we developed a parallel ESN learning method to predict
users’ tracking information, with which a DRL-based opti-
mization algorithm was proposed. Specifically, this algorithm
first decomposed the formulated problem into an association
subproblem and a power control subproblem. Then, a DNN
joint with an action quantization scheme was implemented
as a scalable solution that learnt association variables from
experience. Next, the power control subproblem with an SDR
scheme being explored to tackle its non-convexity was lever-
aged to criticize the association variables. Finally, simulation
results were provided to verify the accuracy of the learning
method and showed that the proposed algorithm could improve
the power efficiency by at least 4.14% compared with various
benchmark algorithms.
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